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Abstract 
Multiple independent-gate field effect transistors 

(MIGFETs) have great potential for digital integrated circuits. 
In this work, we demonstrate that conventional binary adder 
architectures may benefit from the use of MIGFET devices. 
As case studies, we have designed ripple-carry adders (RCA) 
and parallel-prefix adders (PPA), where circuit area and 
performance optimizations are explored. Different versions 
of adders have been built using MIGFET and compared to 
adder topologies based on single-gate transistors. 
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1. Introduction 
Due to the limits of the MOS transistor scaling, several 

architectures, data structures and algorithms have been 
investigated for emerging technologies [1]-[3]. In this 
context, multiple independent-gate field effect transistors 
(MIGFETs) are among promising alternatives [4][5]. 
Examples of MIGFETs are the independent-gate FinFET 
[6][7], double-gate silicon nanowire FET (DG-SiNWFET) [8] 
and floating-gate MOS transistor (FGMOS) [9]. 

Conventional FET devices implement only 1-input 
Boolean function, i.e., f=a or f=!a [10]. Herein, these devices 
are named single-gate (SG) FET. In turn, MIGFET devices 
allow more logic capability into a single device [4], which 
reduces the number of SG transistors to perform equivalent 
logic behavior. However, the delay and area of a single 
MIGFET device tends to be larger than observed in solutions 
with SG device [4]. In this sense, there is a tradeoff between 
the number of transistors and the area/delay cost of a single 
device. Consequently, the optimal MIGFET-based switch 
arrangements may be different from the conventional static 
CMOS implementation [11]. The difference between single-
gate and multiple independent-gate logic switches is 
illustrated in Fig. 1(a) and in Fig. 1(b), respectively. 

In applications like digital signal processing (DSP) and 
cryptography, the carry propagation delay in adders is the 
main performance bottleneck [12]. In this sense, there are 
parallel adder architectures proposed to reduce the carry 
signal propagation [13]-[16]. However, the performance 
optimizations are obtained at the cost of area overhead. 

For many emerging technologies, such as MIGFET 
devices, there is still a lack of knowledge regarding the design 
of arithmetic circuits. In this paper, we demonstrate that 
binary adder circuits can be optimized through the use of 
MIGFETs. We investigate, in particular, two distinct adder 
architectures: the ripple-carry adder (RCA), which is the best 
approach for area saving, and the parallel-prefix adder (PPA), 
where the parallel signal processing is exploited. The 

discussion presented herein is based on the set of MIGFET 
devices presented in [4]. Each adder design is evaluated 
according to its logic and physical implementations. At logic 
level, the adders are represented through switch networks, 
where a MIGFET device corresponds to a logic switch. At 
physical level, the adders are implemented through transistor 
netlists, and physical characteristics of the devices are 
considered. This way, we can evaluate the impact of using 
MIGFET on a given switch network. Moreover, we evaluate 
the impact that the technology specifications have over the 
circuit area and performance. 

The rest of this paper is organized as follow. Section II 
presents the MIGFET devices applied in this work. Section 
III discusses the evaluation metrics and adder architectures. 
Section IV describes the adder implementations and 
experimental results. Finally, the conclusions are summarized 
in Section V. 

2. Switch-based Technologies 
In the most applied MOS technology, a logic switch is 

built through one control terminal, transistor gate (G) and two 
contact terminals, transistor source (S) and drain (D) regions, 
as illustrated in Fig. 1(a). The control terminal determines if 
there is a connection between the contact terminals. A switch 
network represents a Boolean function by associating 
switches between two external terminals (T1 and T2) of such 
a network [10]. A Boolean function can be implemented 
through a switch network, by defining the arrangement that 
connects the terminals T1 and T2 of the network. As example, 
Fig. 1(c) and Fig. 1(d) show a switch network for Boolean 
function F = e+((d*c)*(a+b)) based on single gate switches 
and IG-FinFET, respectively. The symbols for the IG-FinFET 
are presented in Fig. 2. 

 
(a) (c) 

  
(b) (d) 

Figure 1: Type of logic switches and switch network 
implementation: (a) single gate logic switch, (b) MIGFET 
logic switch, (c) switch network representing 
F = e+((d*c)*(a+b)) based on single-gate switches, and (d) 
switch network implementation using IG-FinFET. 
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2.1. Multiple Independent-Gate Transistors 
MIGFET devices can be built using different 

technologies, such as FinFET [6][7], DG-SiNWFET [8] and 
triple independent-gate floating-gate MOS transistor (TIG-
FGMOS) [9]. Several works have explored the use of 
MIGFETs to improve the area, speed and power consumption 
in digital integrated circuits [6][17]. 

IG-FinFET is a transistor controlled by two independent 
gates, which allows to perform 2-input OR (OR2) and 2-input 
(AND2) operations by a single device. To perform the OR2 
operation, low threshold voltage (low-Vth) transistor is used. 
Therefore, if at least one of the gates is active, the transistor 
is turned on. On the other hand, to obtain the AND2 behavior 
through a single device, transistor with high threshold voltage 
(high-Vth) is adopted. In this case, both gates must be active 
to create the conducting transistor channel. The structure and 
the symbols for the different IG-FinFET, considering an N-
type device, are shown in Fig. 2. 

 

Figure 2: IG-FinFET structure [4][18]. 

DG-SiNWFET, is an ambipolar device. The polarity (N-
type or P-type) of the device is configurable via a back gate, 
called polarity-gate (PG) [8]. If the signal on the PG is 0, the 
device acts as a P-type transistor, whereas if this signal is 1, 
the device acts as an N-type transistor. The other gate of DG-
SiNWFET is the control-gate (CG), which defines the 
connectivity between the source and drain terminals. Using 
this device, transistor arrangements corresponding to the 2-
input exclusive-NOR (XNOR2) function can be merged into 
two devices. Notice that the use of a single device may lead 
to signal degradation [8]. DG-SiNWFET and its symbol are 
depicted in Fig. 3. 

 

Figure 3: DG-SiNWFET device and possible configurations 
of logic switch when the PG signal is assigned by 0 or 1 [4] 
[18]. 

TIG-SiNWFET is controlled by three independent gates: 
the control gate (CG), the polarity gate at source (PGS) and 
the polarity gate at drain (PGD) [5], as depicted in Fig. 4. The 
conduction between drain and source terminals exists only 
when all three independent-gate presents the same signal 
value [4]. Therefore, the logic behavior of this device 
corresponds to the gamble function (F = abc+!a!b!c). This 

device can adopt different configurations according to the 
polarization of PGD and PGS terminals, as illustrated in Fig. 
4 [5]. 

Since TIG-SiNWFET is an ambipolar device, where the 2-
input NOR (NOR2) association implies that the device is 
configured as P-type. Notice that a NOR2 association 
corresponds to two P-type transistors connected in series. In 
turn, the AND2 association is only feasible for an N-type 
device. Finally, when a gamble association is used, two 
devices are required in order to avoid signal degradation, 
similarly to DG-SiNWFET. 

 
Figure 4: TIG-SiNWFET and Boolean functions 
implemented by this device [4][18]. 

The last device considered in this work is the TIG-
FGMOS, which is a transistor with a floating gate controlled 
electrically. Such a device has n-inputs, which are capacitive 
coupled to the floating gate [9]. In this work, we consider a 3-
input TIG-FGMOS. This device is active when at least two 
inputs are high, so implementing a 3-input majority (MAJ3) 
gate, as shown in Fig. 5 [4]. As a result, this device can be 
configured to implement AND2 and OR2 Boolean operations 
by fixing one input to 0 and 1 values, respectively. These 
configurations are based on the CG polarization, as illustrated 
in Fig. 5, where an N-type device is shown. 

 

Figure 5:  TIG-FGMOS device and some Boolean functions 
that can be implemented using a single device [4]. 

3. Binary Adder Designs Evaluation 
In current binary adder design, when the circuit 

parallelism increases, the performance improves usually at 
the cost of area overhead. However, for the MIGFET devices, 
just as for many others emerging technologies, there is still a 
lack of knowledge regarding such a tradeoff. In this sense, the 
study presented herein can be used to aid the development of 
more efficient binary adders taking into account the 
particularities of these novel devices. 

In [4], the estimations are performed by a specific 
MIGFET synthesis tool based on a bi-conditional binary 
decision diagram (BBDD) [2]. Moreover, this tool provides a 
solution in the dynamic or pseudo logic styles.  Herein, we 
focus on conventional static CMOS implementation, which 
comprises both pull-up (PU) and pull-down (PD) logic planes 
[10]. 



In order to estimate the area and delay values of the 
designed adders, we adopted the technology parameters show 
in Table 1 obtained from [4][19]. Notice that MIGFET 
devices are expected to have larger area and delay than single-
gate devices. In particular, the area overhead is consequence 
of more complex routing of gate signals. The technology 
parameters are defined according to the number of physical 
gate of a given device. However, a different delay value is 
used for IG-FinFET-HVth. The main reason is the distinct 
switch delay for series and parallel transistor merging. 
FinFET-HVth transistors are known to be slower than the IG-
FinFET-LVth due to the higher threshold voltage [6][7]. In 
order to consider such a difference, a delay value of 1.4 ps is 
used for IG-FinFET-HVth. 

The adoption of different types of MIGFET devices in the 
same circuit design has not been considered in the literature. 
Such integration can become very complex and expensive 
due to the particular characteristics of each device. Therefore, 
in this work, we assume that only one type of MIGFET can 
be used within a circuit. We also assume a common 
technology node for all devices, similarly to [4]. 

3.1. Methodology and Estimation Metrics 
The circuit analysis is performed in two steps: (i) logic 

design definition, (ii) delay and area estimation. Firstly, the 
adders are designed through switch networks. By using the 
MIGFET logic switches, we performed optimizations in the 
switch networks through transistor merging. These 
optimizations aim to obtain the smallest network in terms of 
transistor count. Moreover, this optimization can also reduce 
the network logic depth. In this work, logic depth is defined 
as the number of logic switches on the longest path 
connecting the reference terminals of the network. Input and 
output inverters are also taken into account. 

In the second step, the adders are represented through 
transistor netlists. Hence, area and timing characteristics of 
the devices, given in Table 1, are considered. The gate area is 
the sum of the area of each transistor. The gate delay is the 
sum of the delay of each transistor in the longest path from 
the input to the output nodes. Each adder designed using 
MIGFET devices is compared to a single-gate version 
according to Table 1. This way, we can evaluate the impact 
of MIGFET on adder design.  

Table 1: Technology parameters obtained from [4][19]. 

Parameters 1-gate 2-gate 3-gate unit 

Switch delay 1 1.1 1.2 ps 

Device area 3000 3450 3900 nm² 

Device capacitance 15 aF 

Voltage 1 V 

3.2. Adders Architectures  
Ripple-carry adder (RCA) is the simplest and the most 

intuitive adder built by chaining full-adder (FA) circuits. It is 
also considered the most compact adder, but it is the slowest 
one due to the carry signal propagation. In such a design, the 
sum and carry-out signals at each FA can be computed as 
follows: 

iiii cinbaSum ⊕⊕=  (1) 

iiiiiiiiii cinbcinabacbaMajCout ***),,( ++==  (2) 

Notice that the sum-bit can be generated by exploiting the 
same majority gate used to provide the carry-out bit: 

( ) iiiiiiii cinbacinbaCoutSum ***! +++=  (3) 

Parallel-prefix adder (PPA) presents better performance 
than RCA by eliminating the carry chain signal propagation. 
The main structure used in PPA design comprises four steps, 
as shown in Fig. 6. The algorithm begins with the 
computation of the individual generate and propagate signals. 
The generate operation ( )iii bag *=  indicates if a bit position i 

produces a carry-out bit, regardless of the carry-in. In turn, 
the propagate operation ( )iii bap ⊕=  indicates if this bit can 

propagate an internal carry bit to the next position. In the 
second step, generate and propagate operations are 
implemented for groups of bits. These operations are denoted 
as group generate ( )0,igg  and group propagate ( )0,igp . The 

computation of the groups of bits, from index 0 to i, is 
performed by a specific arrangement of basic operators. Each 
basic operator, shown in Fig. 7(a), computes the group 
generate and group propagate signals of two adjacent bits or 
two adjacent groups, as follows: 

( )11 *, −− += iiiii gpggg  (4) 

11 *, −− = iiii ppgp  (5) 
In the third step, the carry generator block computes all 

carry-input ( )1+icin  required to the sum operations, and in the 

last step, the sum bits ( )iSum  are computed, as follows: 

( )01 * cingpggcin iii +=+  (6) 

iii cinpSum ⊕=  (7) 

 
Figure 6: Basic block used to build parallel-prefix adder and 
carry lookahead adder. 

There are many variations of PPA topologies in the 
literature: Kogge-Stone [13], Brent-Kung [14], Ladner-
Fischer [15], Hans-Carlson [16], among others. For each 
approach, different arrangements of basic operators in the 
second step of the PPA algorithm are defined. These 
arrangements impact in the area, performance and power 
dissipation of the adder circuit. In Fig. 7(b), it is illustrated 
the Brent-Kung arrangement of basic operators. This 



arrangement ensures the minimum number of basic operators 
but also the largest logic depth among the PPA variations. On 
the other hand, the Ladner-Fischer arrangement, illustrated in 
Fig. 7(c), provides the shortest logic depth but increases the 
fanout of nodes. 

 

 

(a) (b) (c) 

Figure 7: PPA structure: (a) basic operator, (b) Brent-Kung 
and (c) Ladner-Fischer arrangements. 

4. Experimental Results 
In our experimental results, we investigate the 

implementation of ripple carry adder (RCA) and parallel-
prefix adder (PPA) for each device discussed in Section 2. In 
order to evaluate the impact of using MIGFETs on binary 
adders, we aim to maximize the number of transistor merging 
performed. Both the area and delay characteristics are taken 
into account in the analysis. The conventional single-gate 
(SG) adder designs are used as reference to evaluate the built 
circuits. 

4.1. Single-Gate and Short-Circuit Version 
To explore the logical behavior of each MIGFET device, 

the maximization of transistor merging in adder 
implementations was aimed. However, according to the 
circuit topology, some transistor associations cannot be 
merged into a single device. In this work, we are considering 
that the non-merged (single) transistors are implemented in 
two different versions. The first one is the single-gate version 
(SGV), where we are assuming that all technologies also 
provide a single-gate device with physical cost equal to 1, 
according to Table 1. The second approach is the short-circuit 
version (SCV), where the multiple-independent gates of a 
certain MIGFET are connected together. This way, the design 
cost considered for this version is proportional to the number 
of physical gates of the used MIGFET, as shown in Table 1. 

4.2. RCA Implementation 
The first experiment aims to investigate the most adequate 

full-adder (FA) topology for each MIGFET device. The 
evaluation considers different implementations for the 3-
input majority gate (carry-out signal) and 3-input exclusive-
OR gate (sum signal). The topologies evaluated are illustrated 
in Fig. 8 and in Fig. 9. Considering these topologies, six FA 
designs are obtained. The most appropriate FA design for 
each MIGFET device was defined through the delay-area 
product as the figure-of-merit. Since FA are used to build 
RCA, only the delay of the carry-out signal has been taken 
into account. In the following, the best FA design for each 
target device is briefly discussed. 

For SG device, the sum gate is built as illustrated in Fig. 
8(a), whereas the carry-out gate is constructed as presented in 
Fig.9(b). This implementation arises from equations (1) and 
(3). 

For IG-FinFET, the sum gate is implemented as shown in 
Fig. 10(b), which is obtained by compacting the logic gate 
presented in Fig. 8(c). The chosen carry-out gate is shown in 
Fig. 10(a), which is derived from the logic gate shown in Fig. 
9(a).  

For TIG-FGMOS, the sum gate is similar to the logic gate 
presented in Fig. 10(b). However, the series and parallel 
switch merging are performed through the logic switches 
described in Fig 5. The carry-out logic gate is implemented 
using a single device in each plane. 

For TIG-SiNWFET, the sum gate is implemented as shown 
in Fig. 10(c), considering the logic switches described in Fig 
4. This gate is derived from the logic gate presented in Fig. 
8(a). The carry-out gate presents the same topology than the 
logic gate defined in Fig. 10(a). 

Finally, for DG-SiNWFET, the sum gate is built according 
to logic gate presented in Fig. 10(c). The carry-out gate is 
implemented similarly to the logic gate shown in Fig. 9(b). 
However, each logic switch is represented according to Fig. 
3. Notice that, in this case, it is not possible to perform 
transistor merging using DG-SiNWFET device in the carry-
out gate. 

  

(a) (b) 

 
          (c) 

Figure 8: Sum gate topologies: (a) one stage XOR3 gate, (b) 
two stages XOR3 gate, and (c) one stage XOR3 gate using 
the carry-out signal. 

  
(a)      (b) 

Figure 9: Carry-out gate topologies: (a) branch-based and (b) 
factored networks. 



 

(a) (b) 

 

(c) 
Figure 10: Logic gates topologies based on MIGFETs: (a) 
branch-based carry-out gate using IG-FinFET, (b) sum gate 
designed using IG-FinFET, and (c) sum gate implementation 
using DG-SiNWFET. 

Table 2 summarizes the estimated circuit area and signal 
delay propagation values for the evaluated FA designs. The 
results consider both the SGV and SCV approaches. As 
expected, the estimated area and delay values increase when 
the SCV approach is adopted. Notice that, excepting for DG-
SiNWFET, the estimated area and delay values are smaller 
than the conventional FA design based on SG devices. 

Table 2: Normalized area and delay estimations of FA 
designs considering the use of single-gate version (SGV) and 
short-circuit version (SCV) devices. 

Devices 
Normalized 

Area (A) 
Normalized 
Delay (D) 

D*A 
Product 

SGV SCV SGV SCV SGV SCV 

SG 1.00 1.00 1.00 1.00 1.00 1.00 

IG-FinFET 0.58 0.61 0.80 0.83 0.47 0.50 

DG-SiNWFET 0.82 0.91 1.00 1.10 0.82 1.00 

TIG-FGMOS 0.50 0.55 0.73 0.80 0.37 0.44 

TIG-SiNWFET 0.79 0.89 0.73 0.80 0.58 0.71 

From Table 2, IG-FinFET and TIG-FGMOS appear to be 
the most promising devices for FA design. Notice that TIG-
FGMOS implements all transistors merging performed with 
IG-FinFET. Moreover, in the FA design, TIG-FGMOS also 
benefits from a very simple implementation for MAJ3 gate. 
In this sense, the largest flexibility of TIG-FGMOS 
adequately compensates the increased device cost. 

The switch merging potential of TIG-SiNWFET is not 
fully exploited in FA design because only series transistor 
mergings are possible. Therefore, the use of TIG-SiNWFET 
provides less improvement than TIG-FGMOS. Even though 
both devices have three independent gates, the obtained 
results differ due to the smaller number of transistor mergings 
performed when using TIG-SiNWFET. 

Finally, DG-SiNWFET shows less significant gains. 
Differently from other MIGFET devices, DG-SiNWFET 

provides area optimization only for the sum gate. The carry-
out gate, in turn, is built according to the conventional SG-
based topology. In this sense, for SGV approach, the FA built 
using DG-SiNWFET presents same area value than the 
conventional SG-based FA design. On the other hand, when 
the SCV approach is adopted, the FA performance is affected 
by the DG-SiNWEFET complexity. 

4.2. Parallel-Prefix Adder Implementations 
In the parallel-prefix adder (PPA) design evaluation, we 

considered the Kogge-Stone (KS) [13], Brent-Kung (BK) 
[14], Ladner-Fischer (LF) [15] and Hans-Carlson (HC) [16] 
architectures. As expected, the area and speed of each PPA 
design is mostly defined by the arrangement of the basic 
operators, as defined in equations (4) and (5). When (4) and 
(5) are transformed into switch networks, we obtain 
transistors arrangements that can be merged by IG-FinFET, 
TIG-FGMOS and TIG-SiNWFET devices. On the other hand, 
DG-SiNWFET is not suitable to perform such a transistor 
merging. However, it provides a more compact 
implementation of the XOR2 gate, which is used to compute 
the propagate signal and the sum-bit signal. We have 
estimated the delay for all PPA architectures from 8 to 256 
bits. In such an experiment, we noticed that the circuit area 
and delay grow similarly to all devices and architectures. 
Therefore, we choose the 64-bits version as case study, since 
the analysis can be extended to any word size. 

Similar to FA design evaluation, we defined the best PPA 
architecture based on each device considering the area-delay 
product. The PPA designs were also built using SGV and SCV 
devices. For all devices, the LF presents the best area-delay 
product. Therefore, in the following, we focus on this PPA 
architecture. In Table 3, the estimated area and delay values 
for the LF PPA implementation are shown. Notice that each 
column is normalized with respect to the SG-based LF PPA 
implementation. 

Table 3: Normalized area and delay estimations considering 
the use of single-gate version (SGV) and short-circuit version 
(SCV) devices for LF PPA design. 

Devices 
Normalized 

Area (A) 
Normalized 
Delay (D) 

D*A 
Product 

SGV SCV SGV SCV SGV SCV 

SG 1.00 1.00 1.00 1.00 1.00 1.00 
IG-FinFET 0.76 0.81 1.01 1.06 0.77 0.86 
DG-SiNWFET 0.92 1.03 0.94 1.02 0.87 1.04 
TIG-FGMOS 0.82 0.91 1.01 1.11 0.83 1.02 
TIG-SiNWFET 0.89 1.04 0.96 1.11 0.85 1.15 

In contrast to the RCA design, the use of MIGFET devices 
tends to increase the delay of the LF PPA when compared to 
the SG-based implementation. Additionally, the delay 
variation increases with the number of independent gates. For 
PPA design, the use of MIGFET tends to improve the LF PPA 
area. Nevertheless, the area improvement only compensates 
the larger delay when SGV is used.  

We observed that the IG-FinFET present the best tradeoff 
between area and delay for LF PPA design. In fact, IG-
FinFET is the only MIGFET for which the SCV presents 
improvements over the SG design. 



The use of TIG-FGMOS does not improve the quality of 
PPA as much as observed on the RCA design. This difference 
occurs because the PPA does not contain a MAJ3 gate. 
Therefore, the benefits of TIG-FGMOS are reduced because 
the logic capability of the device is not fully exploited. 

Similarly to RCA design, the LF PPA implementation 
using DG-SiNWFET is quite similar to conventional SG-
based implementation. Thus, in the SGV approach, excepting 
for propagate and sum-bit blocks, all other blocks of the PPA 
structure are constructed using single-gate devices. 

Table 4: Normalized area and delay estimations for the 
Ladner-Fischer (LF) PPA design considering the 64-bits 
RCA design as reference. 

Devices 
Normalized LF 

PPA area 
Normalized LF 

PPA delay 
SG 1.95 0.14 
IG-FinFET 2.56 0.18 
DG-SiNWFET 3.60 0.18 
TIG-FGMOS 1.96 0.14 
TIG-SiNWFET 2.18 0.18 

Table 4 compares the 64-btis LF PPA implementation to 
the 64-bits RCA design. For each device, the LF PPA delay 
and area values are normalized with respect to the delay and 
area of the RCA design. The goal of this analysis is to 
evaluate the area/performance tradeoff between RCA and 
PPA designs for different technologies. We have observed 
that the results for both SGV and SCV approaches are similar. 
On average, for SCV approach, the area values increase by 
4% in respect to values presented in Table 4, whereas the 
delay values increase by 0.5%. Therefore, only SGV is 
considered. It can be seen that the delay improvement from 
RCA to PPA is similar in all technologies. However, the PPA 
area overhead tends to be larger for MIGFET devices when 
compared to SG transistor. 

5. Conclusions 
In this paper, we discussed the design of binary adders 

using MIGFET devices. Our experiments have demonstrated 
that the use of MIGFETs can improve the adder design when 
compared to conventional SG device implementations. 
However, in several cases, the use of MIGFET may lead to 
losses and penalties when there are not enough 
simplifications to compensate the use of a more complex 
device. In this sense, the effectiveness of MIGFET depends 
strongly on the adder topology. Experimental results show 
that IG-FinFET and TIG-FGMOS are the most promising 
devices for adder design discussed herein. Results also 
indicate that the Ladner-Fischer PPA tends to present a better 
tradeoff between area and delay than other adders. 
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