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TABLE XIX

CLASSIFICATION ACCURACIES (AC), RECALL (R), AND F-SCORES (F)
FOR ANTICOMMUNAL TWEETS,USING BOW MODEL

b) Presence of collocations: Some collocations are fre-
quently used in anticommunal tweets across all three data
sets, such as “nature doesn’t discriminate,” “has no religion,”
“terrorism defies religion,” etc.

c) Mentioning multiple religious terms: The aim of anti-
communal tweets is to ask people to treat all religions equally.
Thus, either they do not mention religious terms explicitly
or they mention multiple religions so as to create a sense
of unity, e.g., “WTF people are trying to save their life and
this MORONs Tweeting Hindu Christian Muslim #earthquake
#NepalEarthquake.”

We make the above-mentioned lexicons publicly
available to the research community at http://www.
cnergres.iitkgp.ac.in/disasterCommunal/data
set.html. In the future, we will try to enrich this lexicon
set based on co-occurrence with current lexicons. We follow
a simple rule-based classification approach to classify the
tweets into two classes based on the features described
above. If any of the above-mentioned features is present in
a tweet, we mark that tweet as anticommunal; otherwise
non-anticommunal.

3) Evaluating Classification Performance: We compare our
proposed features (PRO) with the BOW model where we
take unigrams as classification features and Naive-Bayes as
classifier. Prior research [38] showed that the Naive-Bayes
model performs better compared to others when unigrams and
bigrams are chosen as features. BOW is a supervised model;
hence, requires training. Our proposed method is rule based
and can be applied directly to any future event. Table XIX
shows the accuracies (AC) of the classifier using the BOW
model and Table XX shows recall, F-score of anticommunal
tweets, and overall accuracy of our proposed rule-based clas-
sifier. We compare the performance of two feature sets with
different classification models (rule based and Naive-Bayes
based). The BOW model achieves 75% in-domain accuracy
(training and testing events are same) but does not perform
well in cross-domain setting (training and testing events are
different). Our proposed method performs better compared to
vocabulary-dependent model.

4) Analyzing Misclassified Tweets: For our proposed
method, we have also analyzed different types of errors
i.e., how many times an anticommunal tweet is marked as
non-anticommunal tweet or vice versa. We achieve precision
of 0.76 over three data sets, which indicates around 24%
non-anticommunal tweets are marked as anticommunal tweets.
On the other hand, Table XX reflects that average recall
score is 0.95. 5% of anticommunal tweets are misclassified as
non-anticommunal tweets. It is observed that during disaster

TABLE XX

CLASSIFICATION SCORES (PRECISION, RECALL, AND F-SCORE) FOR
ANTICOMMUNAL TWEETS AND OVERALL ACCURACY USING

RULE-BASED CLASSIFIER WITH PROPOSED FEATURES

TABLE XXI

MISCLASSIFIED ANTICOMMUNAL TWEETS POSTED DURING DISASTERS

anticommunal tweets are posted in very low volume compared
to other tweets. Hence, objective of the classifier should be
high recall so that we can utilize such tweets in maintaining
communal harmony during emergency. Table XXI shows some
example of misclassified anticommunal tweets. In most of the
cases, explicit signal for anticommunal tweets are missing.
In the future, we will try to capture such implicit senses and
also try to enhance our feature sets.

B. Characterizing Anticommunal Tweets and Its Users

In this section, we study the anticommunal tweets and the
users who post them. We apply the classifier described in the
previous section, over the data sets; tweets which are identified
as anticommunal by our classifier are referred as anticommu-
nal tweets and the users who posted them as anticommunal
users. Specifically, we compare the set of anticommunal tweets
and anticommunal users during a particular event with an equal
number of randomly sampled communal tweets (as judged by
our classifier) and the users who posted them (referred to as
communal users) during the same event.

1) Do Anticommunal Tweets Get Similar Exposure as Com-
munal Tweets?: As earlier, we measure the exposure or popu-
larity of a tweet by its retweet count. Fig. 4 shows the distribu-
tions of retweet count of communal and anticommunal tweets
posted during two of the disaster events. We observe that
anticommunal tweets are significantly less retweeted compared
to communal tweets. We obtained a similar observation across
all events.

We next investigate why anticommunal tweets get less
popularity compared to communal tweets. Our first intuition
was that the users who post communal tweets might be
more popular than the ones who post anticommunal tweets.
To verify this, we compared the distributions of follower
counts of users who post communal tweets and users who
post anticommunal tweets during the same event. Fig. 5 shows
the comparison for two events (similar results were obtained
for all other events). It is clear that both sets of users have
very similar follower counts. Thus, variation in user-popularity
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Fig. 4. Comparing the popularity of communal and anticommunal tweets—
communal tweets are much more retweeted than anticommunal tweets.
(a) NEQuake. (b) GShoot.

Fig. 5. Comparing the popularity of users who post communal tweets
and those who post anticommunal tweets—both types of users have similar
follower count distributions. (a) NEQuake. (b) GShoot.

cannot explain why anticommunal tweets get lower exposure
than communal tweets.

We find that the number of distinct users who post anticom-
munal tweets is much lesser than the number of users who post
communal tweets. As a result, other users receive much lesser
exposure to such tweets. We believe that an effective way
of countering communal content would be to automatically
identify anticommunal tweets, and to promote such tweets
by getting more and more users (preferably popular users) to
retweet them. Additionally, proper wording of tweets are also
necessary to make them popular. In the future, we will try
to promote and increase the popularity of such anticommunal
tweets.

VII. DISCOM: COMMUNAL TWEET IDENTIFIER

DURING DISASTER

As stated earlier, the focus of the research community
has been mostly on the situational information posted
in Twitter during a disaster scenario, such as extracting
and summarizing situational tweets [22], [39], [40]. There
exist online systems to classify situational tweets [39]
whereas there is no existing service to identify communal
and anticommunal tweets from the large collection of
tweets. Based on this identification, a system can filter
communal tweets and take necessary actions to promote
anticommunal tweets. Hence, we have developed DisCom
(http://www.cnergres.iitkgp.ac.in/projects/
disaster_communal_identifier/), a service where
one can collect tweets corresponding to a disaster scenario
based on keywords and hashtags (e.g., #NepalEarthquake
in the case of Nepal earthquake), identify communal and
anticommunal tweets and accordingly take necessary actions
like filtering or promoting some contents.

To evaluate the quality of our identified communal and anti-
communal tweets, we used human feedback since judgment of
a tweet as communal or anticommunal is subjective in nature.
The evaluators were shown 50 communal and anticommunal
tweets (randomly sampled from the whole identified set), and
were asked to judge whether a communal or anticommunal
tweet is really so or not. 15 human volunteers (institute
undergraduate students) individually judged 50 communal
and anticommunal tweets identified by our service from the
PAttack event. Out of 50 tweets, more than 80% and 70%
were judged as proper communal or anticommunal tweet,
respectively, by all the evaluators.

VIII. CONCLUSION

To our knowledge, this paper is the first attempt in the
direction of characterizing communal tweets posted during the
disaster scenario and analyzing the users involved in posting
such tweets. We proposed an event-independent classifier that
can be used to filter out communal tweets early. We also
found that communal tweets are retweeted heavily and posted
by many popular users; mostly belong to news media and
politics domain. Users involved in initiating and promoting
communal contents form a strong social bond among them-
selves. Additionally, most of the users get angry suddenly
due to such kind of events and express their hates to specific
religious communities involved in the event. We observe that,
during a disaster, some users also post anticommunal content
asking people to stop spreading communal posts, and it is
necessary to counter the potential adverse effects of communal
tweets. We have proposed an event-independent classifier to
identify such anticommunal tweets. However, we have found
such anticommunal tweets are retweeted much less compared
to communal tweets and they are also very few in number
compared to communal tweets. Finally, we proposed a real-
time system DisCom which can be used directly in the
future disaster events to identify communal and anticommunal
tweets.

A. Limitations of the Study

Our work has some limitations as follows.
1) We collected only English tweets posted during disas-

ter events using some specific event based keywords.
Hence, some domain-specific biases may exist in the
data set. Additionally, the features for communal tweet
classifier were developed based on the analysis of
disaster-specific tweets. Hence, some of the features
like “presence of wh-words/intensifiers with religious
terms” may not be suitable for any general kind of
event. Side by side, tweets posted in other languages
may contain different kinds of patterns as compared to
English tweets.

2) The users analyzed in this paper are also identified from
the data set collected through keyword search. Hence,
there might be some bias among these users as well.

3) We observed that number of distinct anticommunal
tweets is much less in number. In this paper, we are able
to collect around 200 such tweets (from 6000 annotated
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tweets) from three data sets. Side by side anticommunal
tweets do not follow any specific pattern and it varies
across disasters. In this paper, we captured some com-
mon collocation phrases, hashtags used for such kind of
tweets. However, this number is less due to availability
of small number of anticommunal tweets. In the future,
we will try to enlarge our proposed set of lexicons.

4) Tweets are known to be informally written and noisy in
nature, containing misspellings, abbreviations etc. In the
future, we will handle these variations to improve our
classifiers.

5) In this paper, we found that some users post more
communal tweets after a disaster event, as compared to
before the event. Any kind of “trigger events” like disas-
ters may increase the volume of social media activity in
general. However, due to lack of data collected before
an event, we could not check whether the increase in
communal posts is proportional to the overall increase
in activity in Twitter after such an event.

B. Future Directions

We believe that our present study has many potential future
applications. For instance, the proposed communal tweet clas-
sifier can be used as an early warning signal to identify
communal tweets, and then celebrities, political personalities
can be made aware of the situation and requested to post
anticommunal tweets so that such tweets get higher exposure.
We need to promote anticommunal content via mentioning
popular celebrities, political persons. Our real-time system
DisCom can be used by the Government in taking decisions
regarding filtering communal content, promoting anticommu-
nal content etc. We plan to pursue some potential directions
of countering communal tweets in the future. This paper
also raises many intriguing social questions like “interaction
between communal and anticommunal users,” “demographic
biases,” etc. We will try to address these questions in the
future.
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