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A 128-Tap Highly Tunable CMOS IF Finite Impulse
Response Filter for Pulsed Radar Applications
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Abstract— A configurable-bandwidth (BW) filter is presented
in this paper for pulsed radar applications. To eliminate disper-
sion effects in the received waveform, a finite impulse response
(FIR) topology is proposed, which has a measured standard
deviation of an in-band group delay of 11 ns that is primarily
dominated by the inherent, fully predictable delay introduced by
the sample-and-hold. The filter operates at an IF of 20 MHz, and
is tunable in BW from 1.5 to 15 MHz, which makes it optimal
to be used with varying pulse widths in the radar. Employing a
total of 128 taps, the FIR filter provides greater than 50-dB sharp
attenuation in the stopband in order to minimize all out-of-band
noise in the low signal-to-noise received radar signal. Fabricated
in a 0.18-um silicon on insulator CMOS process, the proposed
filter consumes approximately 3.5 mW/tap with a 1.8-V supply.
A 20-MHz two-tone measurement with 200-kHz tone separation
shows IIP3 greater than 8.5 dBm.

Index Terms— Bandpass filters, finite impulse response (FIR)
filters, matched filters, pulse-doppler radar, radar, widely
programmable filters.

I. INTRODUCTION

ISCRETE-TIME analog-domain finite impulse response

(FIR) filters are used in a wide range of applica-
tions, such as wireless local area network and cellular
receivers [1]-[10], frequency synthesizers [11], frequency
downconversion [12]-[14], software defined radio [15]-[17],
line equalizers [18]—[22], and various other usages [23]-[31].
However, FIR topologies have not been used in radar systems
to filter received radar pulses, where they could potentially be
even more useful. In a pulsed-Doppler radar transceiver, RF
pulses are transmitted and the Doppler-shifted echo signal is
returned and processed by the receiver [32]-[36].
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An example of a pulsed-Doppler radar system (see Fig. 1)
measures the range and velocity of a target by detecting the
transmit time and Doppler shift of a reflected RF-modulated
pulse [32]. This transmitter consists of a pair of signal
sources—a reference oscillator operating at fir and a voltage-
controlled oscillator (VCO) operating at the RF frequency
fvco. The reference signal is upconverted to fyvco—fir and
then pulse modulated at a pulse repetition frequency (PRF)
fPrRE. A binary pseudorandom phase code is employed to
eliminate range ambiguities, while also reducing receiver
sensitivity to any in-band interferers that may be present. The
pseudorandom pulsed RF signal is radiated from the antenna,
to the target, and then reflected back to the antenna with some
delay proportionate to the distance between the antenna and
the target. The return signal also undergoes a Doppler shift
fp dependent on the target’s velocity. The received signal
at fvco—fir—fp is amplified, bandpass filtered, and then
downconverted by an image-reject mixer to fir + fp. This
IF signal is bandpass filtered through a radar matched filter
and then sampled once per pulse by a 1-b analog-to-digital
converter (ADC) clocked at fs = fprrp [32]-[34]. The
sampled signal is then processed by a digital signal proces-
sor (DSP) for analysis to determine the range and velocity of
the target.

In radar systems, the received signals are typically very
weak, often much weaker than the surrounding noise levels
resulting in poor signal-to-noise (SNR) ratios. In designing
the matched filter, it would be beneficial to reduce the band-
width (BW) as much as possible in order to improve the SNR;
however, filter BWs that are too small would not be able to
pass the received pulse without distortion of the pulse envelope
in the time domain. Therefore, the matched filter must be
designed with a BW large enough to pass the received pulse
without causing extreme time-domain distortion, while being
small enough to maximize receiver SNR.

In current applications, the matched filter has typically been
implemented with surface acoustic wave and bulk-acoustic-
wave filters. The disadvantage of these filters is that they are
bulky, untunable, temperature sensitive, and must be off chip
which is expensive compared to on-chip solutions.

Most previously reported FIR filters typically fall into one
of two categories. References [3], [5], [9]-[12], [18]-[20],
and [26] all use switched-capacitor designs that typically need
one amplifier per tap, while the newer trend in research tends
toward switched-current techniques [2], [4], [6]-[8], [13], [15],
[17], [21]-[25], [27]-[31] that involves routing current through
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switches to charge and discharge capacitors to provide filter
function. Of these, references [23], [24] have reported tunable
designs; however, these are low-pass filters that can be adjusted
in BW by varying the clock rate. If the transfer functions were
modified to a bandpass shape, adjusting the clock rate would
not only change the filter BW but also have the unfortunate
effect of varying the filter’s center frequency.

Designed in a 0.18-xm silicon on insulator (SOI) CMOS
process [37], this paper presents an FIR bandpass matched
filter that has a 1.5-15-MHz tunable BW centered at 20 MHz.
The proposed FIR filter employs 128 taps realized by transcon-
ductors, switches, capacitors, and 34 nonoverlapping clock
phases. The transconductors are highly tunable, which allows
them to realize various filter BWs without altering the filter
clock rate of 75 MHz. The entire FIR filter architecture
dissipates approximately 450 mW and achieves attenuation
greater than 50 dB at 5 MHz beyond the —3-dB frequency
with a center frequency of 20 MHz. Group delay variations
are limited within approximately 10 ns.

This paper is organized as follows. Section II describes the
system-level operation of the proposed filter, circuit design
is discussed in Section III, and Section IV presents the
measurement results with conclusions following in Section V.

II. FIR FILTER SYSTEM-LEVEL DESIGN

To meet the requirements of the radar receiver, the bandpass
filter needed to be tunable in BW, while maintaining constant
group delay. This is difficult to achieve with conventional
analog filters, so a discrete-time FIR topology was chosen. FIR
filters are process, voltage, and temperature (PVT) variation
tolerant and can usually be scaled in frequency by scaling the
clock frequency. FIR filters can usually be implemented at
a much higher order than would be conceivable with G,,-C
active-RC, and switched-capacitor techniques. The discrete-
time FIR filter can have a constant group delay, whose value
depends only on the clock rate and the number of taps. FIR
filters can be described as
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Block diagram of a pulsed-Doppler radar system with monobit subsampling. This paper presents the design of the matched filter.
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Fig. 2. Proposed 128-tap programmable FIR bandpass filter block diagram

including time-interleaved S/H followed by four 32-tap FIR filters with
controllable BW.

where N is the number of taps. If the coefficients of (1) are
symmetric, meaning

op =anN—p, 0<n=<N (2)
then the filter will have constant group delay across all
options [38]. For the pulsed-Doppler radar filter, constant
group delay will allow the received signal to pass the desired
IF pulse without causing time-domain distortion in the pulse
shape.

The MATLAB digital filter toolbox was used to obtain
the required order and coefficients needed for each desired
BW. The selected IF was 20 MHz with an overall clock
rate of 75 MHz. The BW was tunable from approximately
1.5 to 15 MHz. In order to obtain the required attenuation of
—50 dB at 5 MHz beyond the passband, four identical 32-tap
FIR filters were cascaded as illustrated in Fig. 2. Since the
operation of the FIR filter in this application is discrete time
in nature, the input was first sampled with a sample-and-hold
(S/H) circuit. As will be seen during the discussion of the filter
architecture, the input to the FIR filter must remain constant
during each clock cycle; thus a time-interleaved S/H topology
was used to provide a constant input throughout the entire
clock cycle.

Fig. 3 shows the ideal overall frequency response of the
four cascaded stages and plots BWs of 1.5, 7.5, and 15 MHz.
MATLAB simulations showed that a random mismatch of 20%
in the filter coefficients will result in less than a 2-ns variation
in group delay over the filter’s passband.

To explain the operation of the architecture, let us con-
sider the circuit shown in Fig. 4(a), which includes the
set of nonoverlapping clock phases illustrated in Fig. 4(b).
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Fig. 3. Ideal magnitude response of the BW programmable 128-tap FIR
filter. A 20% random mismatch was included in the filter coefficients.
1.5-, 7.5-, and 15-MHz BWs are shown.
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Fig. 4. Single-tap implementation illustrating (a) system level including

32 tunable transconductor cells, charge accumulation capacitor, and switches
with (b) required 34 nonoverlapping clock phases.

The input voltage, which is constant during each clock
phase, is converted into a set of currents which, depend-
ing on the current clock phase, charge the capacitor. The
total charge injected onto the capacitor after 32 consecutive
cycles and measured at the end of the process during clock
phase ¢34 is

32

=" gmivin[¢i1Tex 3)

i=1

Qcil¢zsl

where T is the sample period. Since the charge is accumu-
lated on a capacitor, the voltage at the evaluation phase is

T 32
Volgaal = =5 > gmivinl i )
i=1

Employing the z-transform of the discrete-time equation

leads to
T. .
Volzllgy, = ( Ck)(nglz ’) inlz]

=(%gm1vm )(Zalz i) (5)

where the coefficients a; = 1 and all other coefficients
02-32 = gm2—32/8m1. It is clear that (5) resembles a typical
discrete-time filter transfer function thus enabling an FIR
topology, where the filter coefficients are implemented by
ratios of transconductances making the overall filter shape less
sensitive to PVT variations; the in-band gain, however, is sen-
sitive to PVT variations, but a simple servo mechanism can
be added to make g,,1/C inversely proportional to Tcx [39].

Although this architecture is interesting, the effective sam-
pling rate is only 7k /34, which is too slow for the intended
application. The circuit in Fig. 4(a) with 32 taps is expanded
to the proposed FIR topology illustrated in Fig. 5. This filter
adds additional capacitors and a multiplexer (MUX) to allow
the output signal to be taken from one capacitor each clock
cycle.

One concern of this expanded architecture is the effect of
capacitor mismatch. This effect can be observed by the effect
of a pseudo-FIR filter with the transfer function of

Z Adnz™" (6)

working in parallel with the primary FIR filter, where the
coefficients Aa, represent the capacitor mismatch. This filter
does not present the desired linear phase properties and will
produce limitations, mainly on the attenuation of the frequency
nulls and also introduce phase variations. The overall filter
transfer function can be expressed as

N N
Do+ D Aanz " )

n=0 n=0

Hnismatch (Z)

H(iz)=

Capacitor and transconductor mismatch should be much less
than 20% with good layout techniques. MATLAB simulations
show that a 20% mismatch in coefficients does not have much
effect on the shape of the passband of the filter. Only the
stopband is affected, which still remains at a large amount
of attenuation. The true stopband of the filter will be noise
limited.

III. FIR FILTER DESIGN
A. Sample-and-Hold Design

The input to the FIR filter needs to be constant during
each clock period, so that the charge injected onto the capac-
itor is proportionate to the sampled input voltage. An S/H
circuit, which uses half the clock period to track the input
signal, cannot be used. Fig. 6 shows the proposed S/H circuit
(single-ended representation for simplicity), which is a time-
interleaved approach. During one clock period, one of the
two S/H circuits will track the input, while the other holds
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Fig. 6.  S/H architecture. The clock phases from Fig. 4(b) are processed
through two 17-input OR gates to create the even and odd phases that control
the switches in the S/H.

a constant value. These operations will then switch for the
next clock cycle, and so on. The S/H circuits each require
two nonoverlapping clock phases: one clock will turn the
switches ON to sample the input voltage onto the capacitor,
while the second clock is used to put the capacitor in feedback
around the amplifier during the hold phase.

Ideally, the output of the S/H would be constant during the
entire hold phase, which would allow the transconductor cells
and capacitors that follow to do the desired integration error
free; however, this is not the case due to finite settling time of
the amplifier. If a single pole amplifier is employed, the output
of the S/H can be approximated to be

~1xGBW) (8)
where GBW is the gain-BW product of the amplifier loop
gain (including loading and feedback factor) and Vg ideal 1S
the output voltage after full settling. The S/H output voltage
drives the filter sections, and each FIR operational transcon-
ductance amplifier (OTA) output current is then integrated;
thus, the final voltage increment on one of the capacitors of
the filter of Fig. 5 during one clock cycle is given by (9).
In an ideal case with infinite GBW, the voltage increment on

Vo,su(t) = Vo,ideat(1 — e

Thirty-two-tap FIR filter architecture system level including 32 tunable transconductor cells, 34 capacitors, switches, and a MUX. The clock phases

the capacitor is

1 Tex
Ve(Tex) = —/ gm.iV0.ideal (1 — e~ T *GBW) 4
C Jo
1 1—e™ ck XGBW
= —gmiVoideaTak (1 - ————) 9
Cgm,z 0,ideal ck( GBW x T ) )
Ve,ideal = —=8&m,i V0, ideal Tek- (10)

C

Subtracting (9) from (10) gives the coefficient of error which
is approximated as 1/(GBW x T with GBW in radians
per second. For a sample rate of 75 MHz and an amplifier
GBW of 600 MHz, the error accumulated in a clock period
is 2%.

Another source of integration error in the FIR transfer
function is due to the finite gain of the S/H amplifiers. Gain
error is inversely proportional to the amplifier’s gain, which
was more than 60 dB, which will result in an error of less
than 0.1%. This error is much less than the error introduced
due to the amplifier’s finite BW so is of little concern in the
presented system.

A more concerning effect of the limited amplifier gain
is its effect on unwanted spurs that occur during the time-
interleaved operation. Since the filter’s clock rate is 75 MHz
(Nyquist frequency is 37.5 MHz), the signal BW for the widest
15-MHz BW shows that in-band signal is limited to 27.5 MHz,
which satisfies the Nyquist criteria. However, each S/H section
operates at 37.5 MHz, resulting in alias components falling
in-band. Mismatch between the two branches will not cancel
these components, and remaining alias in-band components
will be present at the S/H output. The S/H errors are a
function of the gain error function, which again are limited
by the greater than 60-dB gain in the amplifier as well
as its broadband nature (unity gain frequency in the range
of 600 MHz), and therefore, not a major concern in the
proposed design.
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Succeeding the S/H is the set of 32 transconductors for
the FIR filter, which has a total input capacitance of 3.8 pF.
The amplifier topology used to meet the GBW requirements,
while driving this large capacitive load is a two-stage oper-
ational amplifier with a low-power, high-gain folded-cascode
configuration in the first stage, and a high-power feed-forward
stage for amplifier stability [40]. A simplified schematic of the
amplifier is illustrated in Fig. 7. The common-mode feedback
(CMFB) schemes are realized by employing the approach
reported in [41].

B. Tunable G,,

In the proposed filter topology, the BW of the filter needs to
be tunable, which is achieved by varying the filter coefficients
o, from (1). In this design, the tuning of the coefficients
o, is done by varying the transconductors from Fig. 5 using
the bank of transistors M7 |—Mrps to achieve the correct filter
coefficients according to (5). Table I lists the transconductance
values needed to meet the set of BWs required by the system.
Ranging from 95 to less than 0.1 xA/V, each transconductor
cell must be tunable in both magnitude and polarity across a
broad range of values that do not follow any sort of common
pattern between varying filter BW selections. For each filter
setting, there are only 16 different transconductance values
needed, since the filter is symmetric. All transconductance val-
ues less than 0.1 uA/V were set to zero; MATLAB simulations
show that doing this has little effect on the shape of the filter
in the passband—stopband attenuation decreases from 250 for
the ideal case to 90 dB when the smallest transconductors
are set to zero and a 20% random mismatch in the remaining
filter coefficients, which still meets the required specifications.
In order to zero the small transconductors, the bias current
sources are disabled for the transconductors of interest.

Since the required transconductance values vary by sev-
eral orders of magnitude, it is inefficient to design a single
device that can meet every requirement. In this design, five
transconductors were designed, which have the following
transconductance tuning ranges: 0.2-2 uA/V, 0.7-6 uA/V,
1-11 uA/V, 420 pA/V, and 20-100 pA/V. These tuning
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Vieed [ M, Yis M; ]|,
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v
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Fig. 8. (a) Tunable transconductance topology with polarity control.
(b) Replica circuit for tuning voltage generation.

range values allow for a single transconductor to be used for
any one tap; i.e., the 20—100 x¢A/Vtransconductor can be used
for tap 16, since this fully covers its required range. Likewise,
the 1-11-uxA/V transconductor can be used for tap 15 and 17.
Multiple transconductors in parallel are not needed.

The schematic of the proposed widely tunable transcon-
ductor is shown in Fig. 8(a). The transconductor consists of
a basic source degenerated differential pair with a current
mirror load. The transistors M71—Mr¢ are placed across the
drain of the transistors in the differential pair and, along
with the replica circuit shown in Fig. 8(b), are used to tune
the transconductance by attenuating the differential current
entering into the current mirror load. The tuning transistors
operate in the triode region when activated and present a
resistance of Ry that is controlled by the gate voltage equal
to 2Vgs. Due to the overall array of impedances, the total
low-frequency current being mirrored from M> to M3 is then
computed as

8ml Rune

X
1+ 8ml Rs

(1)

lout = Vin X Reome 1
2 tan
Due to the replica circuit of Fig. 8(b), the overdrive voltage

Vs — Vr of M, and M7 is similar, which gives an overall
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TABLE I
REQUIRED G; VALUES FOR THE SET OF TUNABLE TRANSCONDUCTORS IN uA/V

[ Tap Number [ .5MHz [ 2MHz [ 3MHz [ 4MHz [ 5MHz | 6 MHz [ 7.5 MHz [ 10 MHz [ 125 MHz | 15 MHz |

1, 31 0.0 0.0 0.0 0.0 0.0 0.3 0.4 0.2 0.4 0.2
2, 30 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 0.0 -0.1 0.0
3,29 2.7 0.0 0.0 0.0 0.7 0.1 -0.7 0.8 -0.4 1.0
4, 28 0.0 0.0 0.0 0.0 -0.5 -0.3 0.1 -0.5 -0.2 -0.4
5,27 4.5 2.1 0.0 0.0 -2.1 -1.8 -0.6 -1.6 -1.9 -0.4
6, 26 -3.2 -1.8 0.0 0.0 14 1.6 1.2 0.4 1.5 -1.0
7,25 -6.5 -4.4 0.0 0.0 2.3 33 3.6 -1.4 1.7 -3.6
8, 24 6.6 5.2 -2.5 0.0 -1.0 -2.5 -3.9 3.6 1.0 2.7
9,23 7.9 7.1 -4.8 -3.0 1.0 -1.0 -3.5 5.6 4.8 -0.9
10, 22 -11.2 -11.0 9.4 7.6 -5.4 -2.8 1.2 -6.6 -9.3 8.1
11, 21 -1.9 -8.4 8.3 7.8 -6.9 -5.6 -3.3 -1.0 -4.7 7.5
12, 20 16.2 18.2 -20.2 -20.8 20.5 19.4 16.7 -10.2 -2.6 -1.2
13, 19 6.0 7.1 -8.5 9.2 9.7 9.9 10.0 9.2 -7.7 4.9
14, 18 -20.1 -24.6 31.0 25.0 -38.3 -41.1 -44.8 48.5 50.5 -49.7
15, 17 2.2 -2.8 3.6 4.2 -4.7 -5.1 -5.8 6.8 7.7 -8.6
16 21.5 27.1 -35.6 -41.3 46.5 514 59.1 -70.5 -81.9 94.9
low-frequency transconductance that can be approximated as TABLE II

_ 8m1 « 1
I+ gmiRs 14+2x

Gm 12)

W/L)r *
(W/L)2

The input stage of all transconductors is similar and is
optimized for noise and linearity; g, tunability is achieved
through the bank of transistors Mr; that operate in the triode
region. The transconductance can thus be tuned by adjusting
the ratio of two transistor dimensions, which is reliable with
PVT variations. The tuning is carried out through a bank
of transistors that allows the adjustment of (W/L)r without
affecting the OTA operating point. However, g, itself is
susceptible to PVT variations, which can introduce a gain error
in the FIR filter according to (5). A tuning scheme can be used,
if better accuracy is needed in the FIR filter gain [39] but was
not included because accurate passband gain was not a critical
design parameter for the radar matched filter.

The input referred thermal noise of the transconductor cells
is a function of the OTA transconductance values and can be
calculated as

1 Rs\’
viin=8kT( + gm1 S)
’ 8ml
Y
X | =5 (gm3 + &ms) + 7 &m2
Acd
2 1 :
+ —— + (Rsg + )(7) 13
P S8m1 + ¥ 8ml T+ g Rs (13)

where y is the noise fitting factor and is typically between

2/3 and 1; meanwhile, the A.q factor represents the current

division gain between the diode connected transistor M> and

the tuning transistor M7, which is expressed as
8m2rds,T

2+ 8m2¥ds, T ’

This results in a noise power density ranging from
—149 dBm/Hz when all of the tuning transistors are OFF
(maximum transconductance gain) to about —121 dBm/Hz
when they are all switched ON (minimum transconductance
gain), which is the worst case since the current division
factor is maximum under this condition. According to Table I,

Acd = (14)

DEVICE SI1ZES FOR THE 20-100-4A/V TRANSCONDUCTANCE CELL.
THE SMALLER TRANSCONDUCTOR CELLS ARE SCALED DOWN
VERSIONS OF THIS TRANSCONDUCTOR

[ Component | Size |

My 16 /1

Mo 3/1

M3 3/1

My 10/0.4

Ms 10/0.4

Meg 3/1

M~ 0.22/0.8 to 3.52/0.8
Rs 4 kQ

Cl 650 fF

TABLE III

PERFORMANCE METRICS OF THE 20-100-yA/V
TRANSCONDUCTANCE CELL

[ Specification [ Values |
Gy Range 20 — 100pA/V
1IP3 >16 dBm
Power Noise Density | < -132 dBm/Hz
Power Consumption 316 uyW

the two most dominant transconductors of Fig. 5, g,14 and
gm16, Will both have their highest input referred noise level
when the filter BW is at its minimum; therefore, total inte-
grated noise will stay fairly constant across BW selections; this
result agrees with the fact that noise is usually dominated by
kT/C, and in this filter realization, the load capacitor remains
constant.

Table II lists the sizes of the transistors, capacitors, and
resistors for the 20-100-xA/V transconductor cell. The other
four tunable transconductors are scaled down versions of this
cell. Achievable transconductance values for the 20-100-u A/V
transconductor cell are shown in Fig. 9. Five control bits were
used to achieve the required values needed to generate the
FIR filter coefficients. An additional sixth control bit was
used to provide polarity control to switch the transconductor’s
singe between positive and negative. Table III summarizes the
performance metrics of the 20-100-uA/V transconductors.
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The other four tunable transconductors have similar perfor-
mance.

C. Active MUX

The simplified single-ended schematic of the MUX is
illustrated in Fig. 10, which is a time-interleaved topology
similar to that used for the S/H. During the even numbered
clock phases, the charge from the desired capacitor is injected
onto the capacitor Cg, which, in conjunction with the amplifier,
holds the output voltage until the next cycle; meanwhile,
in the second amplifier, the voltage across the feedback
capacitor is being reset to zero to prepare it for its upcoming
hold phase.

The amplifier needs to drive the following stage, which
consists of the set of tunable transconductors in the same way

—<]
>

YA

gl

o T
d e |ele |
I -
I

17 Stages

17 Stages

Fig. 11. Seventeen-stage injection-locked ring oscillator used for the
generation of the 34 nonoverlapping clock phases.

that the S/H must drive the first stage’s transconductors. This
makes the requirements for the amplifier of the MUX to be the
same as that of the S/H; the same amplifier topology is used
here. The GBW of the amplifier is around 600 MHz when
driving a 5-pF load with each amplifier consuming 47 mW
due to timing constraints and large capacitors involved in its
operation.

D. Thirty-Four-Phase Nonoverlapping Clock Generator

Of key importance in the operation of the FIR filter is the
34-phase nonoverlapping clock generator. For the proposed
solution, a differential ring oscillator is locked with the ref-
erence clock to synchronously oscillate at a frequency equal
to 75/34 MHz as illustrated in Fig. 11 [42]. Although only
17 inverters are used, the frequency is divided by 34 since
each one of the positive and negative transitions of the
ring oscillator requires 17 clock cycles of the master clock
to propagate through the inverter chain demanding a total
of 34 clock cycles to complete a full cycle. The injection
locking technique dictates when the transitions of the ring
oscillator will occur; thus, the jitter performance of the ring
oscillator output is correlated with that of the master clock.

The nonoverlapping behavior is obtained by adding delay
elements at CkB outputs of each inverter stage as shown
in Fig. 12. These delayed inverted clock signals combined
with the original noninverted clock signals allow the required
nonoverlapping clock signals to be obtained. For example,
clock phase ¢, is obtained by ANDing the clock phases Ck1B
and Ck2 as depicted in Fig. 13. Similarly, clock phase ¢; is
obtained by ANDing Ck2B and Ck3. The nonoverlapping time
is defined by the delay of the digital buffers used.

E. Switch Design

All switches used are single n-type metal oxide semicon-
ductor transistors. The common-mode voltage throughout the
system was set to 600 mV. With a 1.8-V supply, this allows
sufficient overdrive voltage on the switches remedying the
need for a full transmission gate. The dimensions of the
switches are 1.0/0.18 um, which produce 1 kQ of switch
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resistance in simulations for a typical corner. The small switch
size minimizes the effect of any clock feedthrough or charge
injection issues. Since OTA output is current, the FIR archi-
tecture is tolerant to the resistance of the switches connected
in series between OTA outputs and integrating capacitors.

IV. MEASUREMENT RESULTS

The filter was fabricated in the Jazz 0.18-um CMOS SOI
process and designed to have an IF frequency of 20 MHz
with a BW adjustable from 1.5 to 15 MHz. Fig. 14 shows
the photograph of the fabricated filter. The full die area is
2 x 3 mm? with the main filter area being approximately
1.6x2.1 mm?. The four FIR filter stages consume the majority
of the area. The nonoverlapping clock generation is centrally
located to minimize delay differences in the individual clock
phases as they are distributed to the switches in the filter
stages.

The filter consumes approximately 250 mA from a 1.8-V
supply for a total power consumption of 450 mW. Each
tunable OTA consumes approximately 195 ¢W. The majority
of the power consumption is from the amplifiers used in
the MUX, which each consume 47 mW due to their need
to drive a 3.5-pF load, while maintaining fast settling time
performance. In this design, the final FIR stage had to drive the
pads and active probes that have comparable input impedance
to the transconductors; however, in the radar system, a 1-b
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Fig. 14. Photograph of the 2 mm x 3 mm die with 1.6 mm x 2.1 mm active
area used for the FIR filter.

ADC follows the FIR filter so the load capacitance will be
greatly reduced to less than 100 fF [32]-[34]. The final stage
could therefore be scaled down to use less than 1 mW, each
representing a savings of 92 mW, or a 20% reduction in
power.

To measure the frequency response of the FIR filter, a net-
work analyzer was used with an input power of —10 dBm. The
magnitude response of the FIR filter is illustrated in Fig. 15(a);
BW selections of 1.5, 7.5, and 15 MHz are shown. The center
frequency is near 20 MHz, and there is a near rectangular sharp
roll-off in the stopband to help suppress all of the received
radar pulse’s thermal noise and blockers that are not in the
BW of the filter. Nearly 50-dB attenuation is achieved in the
stopband. The droop in gain evident in the wider BW cases
is due to sinc distortion from the low-pass sampling operation
[14]. This effect is most prevalent during the wider BW cases
due to the fact that the upper corner frequency is near the
Nyquist frequency of 37.5 MHz, where a zero is located.
If needed, one method to minimize this effect would be to use a
higher sampling rate which would push the null at the Nyquist
frequency further from the passband. Alternatively, since this
is a known systematic effect, it could be compensated in the
digital domain by DSP since an ADC follows this matched
filter; the result of this operation is illustrated in Fig. 15(b).
For the designed radar application, sinc (magnitude) distortion
is not detrimental since the critical information is in the time
delay of the received signal and not in its amplitude.

For testing the linearity of the highly selective bandpass
filter, a two-tone test was done with input frequency tones
of 19.9 and 20.1 MHz. Fig. 16 shows a plot of the IIP3 for
each BW selection. The worst case IIP3 is 8.5 dBm with the
maximum reaching approximately 11.7 dBm.

To measure the noise performance of the filter, a 50-Q load
was attached to the input of the filter. The noise spectrum
at the filter output plus buffers was measured for each BW.
The output noise spectral density was integrated to find the
total noise that appears at the output as illustrated in Fig. 17.
These values fit well with the estimated noise level discussed
in Section III-B.
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Fig. 16. Measured IIP3 across all filter BWs.

One of the main requirements of this filter was to have a
linear phase response so that the pulsed waveform could pass
through the filter without large amounts of dispersion in the
time domain. The phase of the FIR filter was measured as
depicted in Fig. 18; as expected, it looks very linear within
two times filter BW, e.g., 1.5-MHz BW and frequency span
is 3 MHz. However, due to the sampling operation at the
input of the filter, it is difficult to get meaningful group delay
information from a network analyzer because the S/H delay
can vary by the sample period by just varying the initial phase
of the input. Because of this constraint, modulated pulses of
varying frequency across the filter’s passband that emulate
radar signals were input into the filter and the output was
measured, as displayed in Fig. 19 for two cases. The envelope
of the input and outputs were obtained and used to calculate

o o o
@ ] =

Integrated Noise (dBm)

n
N

6% 5 10 15
Filter Bandwidth (MHz)

Fig. 17. Measured total in-band integrated output noise power for each filter
BW selection.

the overall delay. Fig. 20 shows the pulse delay averaged
across the BW of each filter BW selection. Also shown is
the standard deviation. Included in these results is also the
variation introduced by the S/H circuitry which is in the range
of £75/2 = 6.67 ns so the true variation in group delay in
each BW of the filter itself will be less than what is shown.
To minimize this issue, it is recommended to increase the
oversampling ratio (e.g., > 6) that evidently results in a tradeoff
since power consumption increases. These results include the
phase errors introduced by the buffers.

Table IV summarizes the results and compares them with
previously published FIR filters; unfortunately, previous filters
were not designed for radar applications and the number of
taps is small compared to this paper. Also, most published
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TABLE IV

SUMMARY AND COMPARISON OF PREVIOUS PUBLICATIONS. ATTENUATION AT 5 MHz FROM BW FOR [11] AND [23] ARE
ESTIMATED FROM MAGNITUDE RESPONSE PLOTS IN THEIR MEASUREMENT RESULTS

Reference Technology Filter Type Bandwidth Attenuation at 5 | IIP3 (dBm) Number of | Power per tap | Power
(MHz) MHz from BW Taps (mW) (mW)
(dB)
[5] 130 nm CMOS Low-Pass <5 -10 12 12 0.2 6
[11] 350 nm CMOS Band-Pass 2 <-10 NR 15 9 136
[23] 65 nm CMOS Low-Pass 5-26 <-30 -19 12 0.7 8.4
[43]** 45 nm CMOS Low-Pass 600 <-20 11 16 4 64
This work 180 nm SOI CMOS | Band-Pass 1.5-15 -60 Worst case 8.5 128 2.6% 358*
* Power consumption excluding the power of the buffers.
*#% -3 dB bandwidth, attenuation at 5 MHz offset, and IIP3 were extracted from original paper.
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Fig. 18. Measured in-band phase response of the filter for the case
of 1.5-MHz BW.

works are low pass. The reported work that is bandpass is not
tunable in BW, only center frequency by varying the clock
rate; thus, a direct comparison between this paper and the
previously published results is difficult. Although not shown
in this paper, the switching capacitor nature of this archi-
tecture allows tuning filter’s center frequency by employing
the clock. Reference [11] presented a bandpass filter centered
at 57 MHz with a fixed BW. By varying the sample rate,
its center frequency shifted; however, its BW stayed fairly
constant in the 1-2-MHz range. Reference [23] implemented
a low-pass filter with a tunable BW that could potentially
be used in a direct conversion radar receiver but exhibits
very limited IIP3. To the best of the authors’ knowledge,
the filter presented in this paper is the only widely tunable BW
bandpass FIR filter; center frequency programming with clock
frequency is an additional benefit due to its switched nature.
Annaid et al. [43] reported a 600-MHz low-pass 16-tap FIR
filter; stopband attenuation is limited and power consumption
is significant although is fabricated in an advanced 45-nm
technology. While using more power than other approaches,
this drawback is not a concern for a radar system that has
power amplifiers operating at greater than 10 W. This new

(b) (d)

Fig. 19. Measured pulse response of filter. (a) 500-ns input pulse with filter
BW set to 2 MHz. (b) Output pulse showing no time dispersion distortion.
(c) 100-ns input pulse with a duration of 100 ns with filter BW set to 10 MHz.
(d) Output pulse showing no time dispersion distortion.
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Fig. 20. Mean pulse delay averaged over the filter BW with the standard

deviation illustrated as well. These results include the variations introduced
due to the SH.

architecture allows complete control over the filter’s transfer
function at the expense of having one transconductor per
coefficient. Although fabricated in 0.18-um technology, this
solution consumes only 3.5-2.6 mW per tap when the output
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buffer’s power is not included. This solution offers unmatched
attenuation factors in the stopband.

V. CONCLUSION

This paper introduces a programmable linear phase 128-tap
FIR bandpass filter in a 0.18-xm Jazz SOI process. The filter
has a 20-MHz IF and is tunable in BW from 1.5 to 15 MHz.
Due to the nature of linear phase FIR filters, minimal group
delay variations are generated, which is optimal for pulsed-
Doppler radar systems. The filter has a mean IIP3 of 9.8 dBm.
The total integrated noise is a worst case of —49 dBm. The FIR
filter architecture employs the cascade of four 32-tap sections
coupled by four active MUX sections leading to an FIR filter
with 128 taps. The filter is highly programmable in BW thanks
to the use of bias constant OTA with a widely adjustable
transconductance. The OTA current is coherently integrated
in a set of capacitors that are sequentially read through the
active MUXs, employing a phase synthesizer that generates
34 nonoverlapping clock phases. The architecture is suitable
for high-frequency operation, and it is amenable for advanced
technologies since it is based on current mode techniques.

REFERENCES

[1] D. Jakonis, J. Folkesson, P. Eriksson, and C. Svensson, “A 2.4-GHz RF
sampling receiver front-end in 0.18 ym CMOS,” IEEE J. Solid-State
Circuits, vol. 40, no. 6, pp. 1265-1277, Jun. 2005.

[2] T. Sano, T. Maruyama, I. Yasui, H. Sato, and T. Shimizu, “A 1.8 mm2,
11 mA, 23.2 dB-NF, discrete-time filter for GSM/WCDMA/WLAN
using retiming technique,” in Proc. IEEE Custom Integr. Circuits
Conf. (CICC), Sep. 2007, pp. 703-706.

[3] D. Senderowicz et al., “A 23 mW 256-tap 8 MSample/s QPSK matched
filter for DS-CDMA cellular telephony using recycling integrator cor-
relators,” in IEEE Int. Solid-State Circuits Conf. (ISSCC) Dig. Tech.
Papers, Feb. 2000, pp. 354-355.

[4] M.-F. Huang, “A discrete-time charge-domain filter with bandwidth
calibration for LTE application,” in Proc. IEEE Custom Integr. Circuit
Conf., Sep. 2011, pp. 1-4.

[5] D. Ahn and S. Hong, “A low cost analog FIR channel select filter
for wireless receiver,” in Proc. IEEE Radio Wireless Symp., Jan. 2011,
pp. 211-214.

[6] M.-F. Huang and L.-F. Chen, “A programmable-bandwidth front-end
with clock interleaving down-conversion filters,” in Proc. IEEE Asian
Solid-State Circuits Conf., Nov. 2008, pp. 349-352.

[71 M.-F. Huang, “A quadrature charge-domain filter with an extra in-band
filtering for RF receivers,” in Proc. IEEE Radio Freq. Integr. Circuits
Symp. (RFIC), May 2010, pp. 31-34.

[8] M.-F. Huang, L.-F. Chen, and T.-L. Chiu, “A quadrature charge-domain
filter with frequency down-conversion and filtering for RF receivers,”
in Proc. IEEE Radio Freq. Integr. Circuits Symp. (RFIC), Jun. 2009,
pp. 547-550.

[9] C. Park, J. Yoon, and B. Kim, “Non-decimation FIR filter for digital RF

sampling receiver with wideband operation capability,” in Proc. IEEE

Radio Freq. Integr. Circuits Symp., Jun. 2009, pp. 487-490.

H. Repo and T. Rahkonen, “Programmable switched capacitor 4-tap FIR

filter,” in Proc. Eur. Solid-State Circuits Conf. (ESSCIRC), Sep. 2003,

pp. 445-448.

S.-P. U, R.-P. Martins, and J. E. Franca, “A 2.5-V 57-MHz 15-tap SC

bandpass interpolating filter with 320-MS/s output for DDES system in

0.35-um CMOS,” IEEE J. Solid-State Circuits, vol. 39, no. 1, pp. 87-99,

Jan. 2004.

S. Lindfors, A. Parssinen, and K. A. I. Halonen, “A 3-V 230-MHz

CMOS decimation subsampler,” IEEE Trans. Circuits Syst. II, Analog

Digit. Signal Process., vol. 50, no. 3, pp. 105-117, Mar. 2003.

S. Karvonen, T. A. D. Riley, and J. Kostamovaara, “A CMOS quadrature

charge-domain sampling circuit with 66-dB SFDR up to 100 MHz,”

IEEE Trans. Circuits Syst. I, Reg. Papers, vol. 52, no. 2, pp. 292-304,

Feb. 2005.

[10]

(11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

(28]

[29]

(30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

11

S. Andersson, J. Dabrowski, C. Svensson, and J. Konapacki, “SC filter
for RF downconversion with wideband image rejection,” in Proc. [EEE
Int. Symp. Circuits Syst. (ISCAS), May 2006, pp. 3542-3545.

A. Geis, J. Ryckaert, L. Bos, G. Vandersteen, Y. Rolain,
and J. Craninckx, “A 0.5 mm?2 power-scalable 0.5-3.8-GHz CMOS
DT-SDR receiver with second-order RF bandpass sampler,” /IEEE J.
Solid-State Circuits, vol. 45, no. 11, pp. 2375-2387, Nov. 2010.

M. Kitsunezuka, S. Hori, and T. Maeda, “A widely-tunable, reconfig-
urable CMOS analog baseband IC for software-defined radio,” IEEE J.
Solid-State Circuits, vol. 44, no. 9, pp. 2496-2502, Sep. 2009.

A. Mirzaei, R. Bagheri, S. Chehrazi, and A. A. Abidi, “A second-order
anti-aliasing prefilter for an SDR receiver,” in Proc. IEEE Custom Integr.
Circuits Conf., Sep. 2005, pp. 629-632.

Y.-R. Sun and S. Signell, “Implementation of generalized uniform
bandpass sampling with complex FIR and IIR filtering,” in Proc. Eur.
Circuit Theory Design (ECCTD), Aug. 2007, pp. 476-479.

B. C. Rothenberg, S. H. Lewis, and P. J. Hurst, “A 20 MSample/s
switched-capacitor finite-impulse-response filter in 2 gm CMOS,” in
Proc. IEEE Int. Solid-State Circuits Conf. (ISSCC) Dig. Tech. Papers,
Feb. 1995, pp. 210-211.

N. J. Guilar, P.-K. Lau, P. J. Hurst, and S. H. Lewis, “A 200 MS/s passive
switched-capacitor FIR equalizer using a time-interleaved topology,” in
Proc. IEEE Custom Integr. Circuits Conf., Sep. 2005, pp. 633-636.

Y. L. Cheung and A. Buchwald, “A sampled-data switched-current
analog 16-tap FIR filter with digitally programmble coefficients in
0.8 um CMOS,” in IEEE Int. Solid-State Circuits Conf. (ISSCC) Dig.
Tech. Papers, Feb. 1997, pp. 54-55.

F. A. Farag, C. Galup-Montoro, and M. C. Schneider, “Digitally pro-
grammable switched-current FIR filter for low-voltage applications,”
IEEE J. Solid-State Circuits, vol. 35, no. 4, pp. 637-641, Apr. 2000.
M.-F. Huang, M.-C. Kuo, T.-Y. Yang, and X.-L. Huang, “A 58.9-dB
ACR, 85.5-dB SBA, 5-26-MHz configurable-bandwidth, charge-domain
filter in 65-nm CMOS,” IEEE J. Solid-State Circuits, vol. 48, no. 11,
pp. 2827-2838, Nov. 2013.

M.-F. Huang and S.-H. Wu, “A cascade non-decimation charge-domain
filter with noise-folding reduction,” in Proc. IEEE Asian Solid-State
Circuits Conf. (ASSCC), Nov. 2010, pp. 1-4.

A. Yoshizawa and S. lida, “A 250-MHz cutoff charge-domain baseband
filter with improved stopband attenuations,” in Proc. IEEE Radio Freq.
Integr. Circuits Symp., Jun. 2009, pp. 491-494.

Q. Huang, P. T. Maguire, and T. Burger, “A 100 tap FIR/IIR analog
linear-phase lowpass filter,” in Symp. VLSI Circuits Dig. Tech. Papers,
Jun. 1995, pp. 92-93.

A. Yoshizawa and S. Iida, “A gain-boosted discrete-time charge-
domain fir LPF with double-complementary MOS parametric ampli-
fiers,” in IEEE Int. Solid-State Circuits Conf. (ISSCC) Dig. Tech. Papers,
Feb. 2008, pp. 594-596.

G. Xu and J. Yuan, “Charge sampling analogue FIR filter,” Electron.
Lett., vol. 39, no. 3, pp. 261-262, Feb. 2003.

S. Karvonen and J. Kostamovaara, “Charge-domain FIR sampler with
programmable filtering coefficients,” in Proc. IEEE Int. Symp. Circuits
Syst. (ISCAS), May 2005, pp. 4425-4428.

M.-F. Huang, “Discrete-time charge-domain filter with charge buffer
for flexible design of FIR filter,” Electron. Lett., vol. 47, no. 24,
pp. 1325-1326, Nov. 2011.

G. Liang and D. Allstot, “FIR filtering using CMOS switched-current
techniques,” in Proc. IEEE Int. Symp. Circuits Syst. (ISCAS), May 1990,
pp. 2291-2293.

C. T. Rodenbeck, A. C. Ferguson, and J. M. Pankonin, “Monobit sub-
sampler for digital downconversion in pulse-Doppler radar applications,”
IEEE Trans. Microw. Theory Techn., vol. 57, no. 5, pp. 1036-1043,
May 2009.

C. T. Rodenbeck, K. Tracey, K. Barkley, and B. DuVerneay, “Delta
modulation technique for improving the sensitivity of monobit subsam-
plers in radar and coherent receiver applications,” IEEE Trans. Microw.
Theory Techn., vol. 62, no. 8, pp. 1811-1822, Aug. 2014.

J. S. Mincey, J. Silva-Martinez, A. Karsilayan, and C. T. Rodenbeck,
“Blocker-tolerant and high sensitivity A X correlation digitizer for radar
and coherent receiver applications,” IEEE Trans. Microw. Theory Techn.,
vol. 65, no. 9, pp. 3453-3563, Sep. 2017.

H. Meikle, Modern Radar Systems, 2nd ed. Boston, MA, USA:
Artech House, 2008.

M. A. Richards, J. A. Scheer, and W. A. Holm, Principles of Modern
Radar: Basic Systems, 1st ed. West Perth, WA, Australia: SciTech, 2010.
TowerJazz Semiconductor CAIS8HB Process, Newport Beach, CA, USA,
2014.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

[38] J. G. Proakis and D. G. Manolakis, Digital Signal Processing: Prin-
ciples, Algorithms, and Applications, 3rd ed. Upper Saddle River, NIJ,
USA: Prentice-Hall, 1996.

T. C. Carusone, D. Johns, and K. Martin, Analog Integrated Circuit
Design, 2nd ed. Hoboken, NJ, USA: Wiley, 2008.

B. K. Thandri and J. Silva-Martinez, “A robust feedforward compen-
sation scheme for multistage operational transconductance amplifiers
with no Miller capacitors,” IEEE J. Solid-State Circuits, vol. 38, no. 2,
pp. 237-243, Feb. 2003.

D. Hernandez-Garduno and J. Silva-Martinez, ‘“Continuous-time
common-mode feedback for high-speed switched-capacitor networks,”
IEEE J. Solid-State Circuits, vol. 40, no. 8, pp. 1610-1617, Aug. 2005.
Y.-C. Lo, H.-P. Chen, J. Silva-Martinez, and S. Hoyos, “A 1.8 V,
Sub-mW, Over 100% locking range, divide-by-3 and 7 complementary-
injection-locked 4 GHz frequency divider,” in Proc. IEEE Custom Integr.
Circuit Conf., Sep. 2009, pp. 259-262.

F. O. Annaid, E. Rouat, S. Verhaeren, S. L. Tual, and C. Garnier,
“A 3.2 GHz-sample-rate 800 MHz bandwidth highly reconfigurable
analog FIR filter in 45 nm CMOS,” in [EEE Int. Solid-State Circuits
Conf. (ISSCC) Dig. Tech. Papers, Feb. 2010, pp. 90-91.

[39]

[40]

[41]

[42]

[43]

John S. Mincey (S’05-M’17) received the B.S.
and Ph.D. degrees in electrical engineering from
Texas A&M University, College Station, TX, USA,
in 2005 and 2016, respectively.

He was an intern with Broadcom Corporation,
Irvine, CA, USA, in 2007, where he was involved in
the development of pipelined analog-to-digital con-
verters (ADCs) for cable modem applications. Since
2016, he has been a Senior Member of Technical
Staff at Sandia National Laboratories, Albuquerque,
NM, USA. His current research interests include
high-performance ADCs and discrete-time analog filters.

Eric C. Su, photograph and biography not available at the time of publication.

Jose Silva-Martinez (SM’98-F’10) was born in
Tecamachalco, Puebla, México. He received the
M.Sc. degree from the National Institute of Astro-
physics, Optics and Electronics (INAOE), Puebla,
in 1981 and the Ph.D. degree from the Katholieke
Univesiteit Leuven, Leuven, Belgium, in 1992.

In 1993, he joined the Electronics Department,
INAOE, where he was the Head of the Electron-
ics Department from 1995 to 1998. He was the
Co-Founder of the Ph.D. program on electronics
in 1993. He is currently at the Department of Elec-
trical and Computer Engineering, Texas A&M University (TAMU), College
Station, TX, USA, where he holds the position of Texas Instruments Professor.
He is currently serving as the Associate Department Head for Graduate Studies
Affairs at the Department of Electrical and Computer Engineering, TAMU. He
has authored over 115 and 170 journal and conference papers, two books, and
12 book chapters. He holds one granted patent and five more filed. His current
research interests include the design and fabrication of integrated circuits for
communication, radar, and biomedical applications.

IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS

Dr. Silva-Martinez was a recipient of the 2005 Outstanding Professor
Award from the ECE Department, TAMU. He coauthored the papers that
received the MWCAS 2011 and RF-IC 2003 Best Student Paper Awards, Co-
Advised in Test Techniques for the Ph.D. student who was the Winner of the
2005 Best Doctoral Thesis Award, presented by the IEEE Test Technology
Technical Council, and the IEEE Computer Society. He was also a recipient of
the 1990 IEEE European Solid-State Circuits Conference Best Paper Award.
He was the Editor-in-Chief of the IEEE TRANSACTIONS ON CIRCUITS AND
SYSTEMS—PART II: Express Briefs (2014-2015) and the Conference Chair
of MWCAS 2014, a member of the CASS Distinguish Lecture Program 2013—
2014, and a Senior Editorial Board Member of IEEE JETCAS 2014-2015.
He was the IEEE CASS Vice President Region-9 (1997-1998), an Associate
Editor of the IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—PARTII:
Express Briefs from 1997 to 1998 and from 2002 to 2003, and an Associate
Editor of the IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—PARTI:
Regular Papers from 2004 to 2005 and from 2007 to 2008. He currently serves
on the Board of Editors of three other major journals.

Christopher T. Rodenbeck (S’97-M’04-SM’09)
received the B.S. (summa cum laude), M.S.,
and Ph.D. degrees in electrical engineering from
Texas A&M University, College Station, TX, USA,
in 1999, 2001, and 2004, respectively. His grad-
uate studies were supported by fellowships from
NASA, the State of Texas “to advance the state
of the art in telecommunications,” Texas A&M,
and TXxTEC in addition to grants from Raytheon,
TriQuint Semiconductor, the Office of the Secretary
of Defense, NASA Jet Propulsion Laboratory, NASA
Glenn Research Center, and the U.S. Army Space Command.

From 2004 to 2014, he led a multidisciplinary advanced/exploratory tech-
nology development program for radar and sensor applications with Sandia
National Laboratories, Albuquerque, NM, USA. He is currently an Office
Head of the U.S. Naval Research Laboratory, Washington, DC, USA, where
he leads the Radar Divisions Advanced Concepts Group and is responsible for
multiple research programs in millimeter-wave airborne radar and advanced
electronics. The success of this work was twice the subject of Congres-
sional testimony by Sandia’s President. He is responsible for numerous
radar innovations, including the development of high-power amplifiers with
integrated drain modulators, a spatial power combining technique mitigating
interference between colocated radar systems, detection-at-the-limit digitizers
sensitive to the 1-uV level, a novel radiation-hardening-by-design technique
applicable to commercial semiconductor processes, electro-optical imaging
of vector leakage in radar modules, reliable plasma cleaning techniques
for CMOS ICs, software-defined fusion of radar and telemetry signals,
electrically small antennas for radar responsive tags, and a technique for
analyzing and eliminating transient oscillations in UWB transmitters. He has
mentored numerous engineers in the radar electronics application area. He
has authored or coauthored 32 refereed journal papers, 19 conference papers,
and 23 government reports. He holds six patents (with 16 more currently in
process).

Dr. Rodenbeck was a recipient of the 2016 Texas A&M University Outstand-
ing Early Career Professional Achievement Award from among more than
100000 engineering alumni, the IEEE MTT-S Outstanding Young Engineer
Award in 2015, the prestigious 2012 NNSA Award of Excellence, a Sandia
Innovator Award in 2013, and an internal citation for “Excellence in Radar
Technology Leadership” in 2011. He was the Principal Investigator for an
R&D program. He is an Associate Editor of the Encyclopedia of Electrical
and Electronics Engineering (New York, NY, USA: Wiley), responsible for
the Microwave Theory and Techniques subject area.



